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ABSTRACT. A system subject to a point process of shocks is considered. Shocks 

occur in accordance with a nonhomogeneous Poisson process. Different criterions of 

system failures are discussed in a homogeneous case. Two natural settings are ana-

lyzed. Heterogeneity is modeled by an unobserved univariate random variable 

(frailty). It is shown that reliability (safety) analysis for a heterogeneous case can dif-

fer dramatically from that for a homogeneous setting. A shock burn-in procedure for a 

heterogeneous population is described. The corresponding bounds for the failure rates 

are obtained. 
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1. INTRODUCTION 

 

     Consider a general orderly (without multiple occurrences) point process 

,...2,1,0,,0};{ 10 =>= + nTTTT nnn , where nT  is time to the n th arrival of an event with 

the corresponding cumulative distribution function (Cdf) )()( tF n . An event at 0=t  is 

only formal, denoting the starting point of a process. Let G  be a geometric variable 
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with parameter θ  (independent of 0}{ ≥nnT ) and ),( θtW  denote the corresponding 

geometric sum of lifetimes: 

∑
∞

=

−=
1

)(1 )(),(
k

kk tFtW θθθ ,                                                  (1) 

     A natural reliability (or safety) interpretation of model (1) is via the stochastic 

point process of shocks. Let T denote a random time to failure of a system subject to 

a point process of shocks. We interpret the word shock in a very broad sense as some 

instantaneous, potentially harmful event. Assume for simplicity that a shock is the 

only cause of a system failure. It means that the system is ‘absolutely reliable’ in the 

absence of shocks. The corresponding generalization on the case of non-reliable sys-

tem as such can be easily performed under a natural assumption of independence be-

tween 0}{ ≥nnT , G  and the system lifetime random variable T . Dealing with depend-

ency presents substantial mathematical problems and should be considered as a spe-

cial topic.  

     Assume also that each shock (except the shock at 0=t , which is harmless and in-

dicates, as was mentioned, the starting point of a process) independently of the previ-

ous history leads to a system failure with probability θ  and is survived with probabil-

ity θ . This procedure defines a terminating point process, and a system survival 

probability (reliability) in  ),0( t  is   

),(1),( θθ tWtS −≡  

Thus all random shocks to occur in ),0( t  will be survived with probability ),( θtS .  

     Various shock models in reliability and safety analysis interpretation were consid-

ered by Barlow and Proschan [1], Thompson [2], Aven and Jensen [3], and Finkel-

stein [4] to name a few. All of them consider special cases of a point process.  In the 

case of a renewal process, the inter-arrival times are i.i.d. random variables with an 

absolutely continuous common Cdf 








−−= ∫

t

duutF
0

)(exp1)( λ ,                                                (2) 

where )(tλ  is the corresponding failure rate. Therefore, the survival probability can 

be written as 

∑
∞

=
+−=−≡

1

)( )())(1(),(1),(
k

kk tFtFtWtS θθθ                                (3) 



 3 

where )()( tF k  is a k -fold convolution of )(tF  with itself and )()()0( tFtF ≡ . 

     Special complicated numerical methods should be used for obtaining ),( θtS  in the 

form of the infinite series (3). Hence, it is very important for practical assessment of 

safety or reliability to obtain simple approximations and bounds. It is well known (see 

e.g. Kalashnikov [5]) that, as 0→θ , the following convergence in distribution takes 

place for the terminating renewal process: 








−→

µ
θθ t

tS exp),( ,   ),,0( ∞∈∀ t                                        (4) 

where the mean µ  of the Cdf )(tF  is assumed to exist. 

     Specifically, when all inter-arrival times are exponentially distributed random 

variables with constant failure rate λ , (4) turns into identity:  

}exp{),( ttS θλθ −= .                                                (5) 

Thus, relation (4) gives a very simple asymptotic exponential approximation. In prac-

tical situations in reliability, safety and risk analysis, however, parameter θ  is not 

usually sufficiently small and therefore relation (4) can be used only like a very rough 

estimate. 

 

2. POISSON PROCESS OF SHOCKS 

 

The situation is much simpler from a computational point of view if the process of 

shocks is the Poisson one. At many instances this case is more realistic in practical 

modeling than the renewal one, as the nonhomogeneous Poisson process of shocks 

can model a natural dependence of intensity of shocks on time. Note, that the intensity 

of shocks for the renewal process (renewal density function) is a complex function, 

which tends to a constant, as ∞→t . Therefore, the Poisson model of external influ-

ences is usually more adequate in practice than a renewal one. 

    For the Poisson process of shocks relation (3) is formally the same:   

∑
∞

=
+−=

1

)( )())(1(),(
k

kk tFtFtS θθ ,                                     (6) 

but  )()( tF k  denotes in this case the Cdf of time to the k -th shock arrival in the Pois-

son process of shocks with intensity )(tλ , which is a well-known distribution. Spe-
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cifically, the distribution of time to the first arrival is defined by relation (2). Our in-

terest in what follows will be mostly in the Poisson process of shocks.  

     It turns out that in this case ),( θtS  can be obtained exactly in a very simple, 

speaking for itself form even for the time-dependent probability of termination )(tθ , 

where t  is the chronological time since the start of the shock process. Let ),( tHtλ  

denote the complete intensity function for some general orderly point process (Cox 

and Isham [6]), where tH  is a history of the process up to t  (the concrete configura-

tion of arrival points in ),0[ t ). The value dtHt t ),(λ  can be interpreted as the prob-

ability of an event occurrence in ),[ dttt + for the given history tH  in ),0[ t . An im-

portant feature of this function is that unlike ordinary intensity )(tλ , the complete in-

tensity ‘completely’ defines a point process [6]. It is clear that the conditional rate of 

termination ),( tc Htλ  for the general point process of shocks can be defined via the 

following equation 

dtHtttHTHdtttTdtHt ttttc ),()(})(,|),[Pr{),( λθλ =≥+∈= .            (7) 

Condition tHT t ≥)(  means that all shocks in ),0[ t  were survived (for the specific 

configuration of shocks given by the history tH ). Conditional rate of termination is 

based on the internal ‘individual’ information (Kalbfleisch and Prentice [7]) and bears 

no usual exponential relationship with the corresponding survival function in a gen-

eral case. At the same time, as )(),( tHt t λλ =  for the specific case of the Poisson 

process of shocks relation  (7) turns into: 

)()(),( ttHt tc λθλ =                                                   (8) 

and, finally the survival probability is 








−= ∫

t

duuutS
0

)()(exp),( λθθ .                                        (9) 

The foregoing can be considered as a “non-technical” proof of (9). The formal proof 

for the different setting can be found, for instance, in Block et al [8]. This result is 

very simple and we shall apply it in Section 4 to a heterogeneous case. 

 

3. WEAKER CRITERION OF FAILURE     
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In the previous section the system could be killed by a shock and it was assumed to be 

‘as good as old’, if a shock was survived (the analogue of a minimal repair). Assume 

that we are looking now at the process of non-killing shocks, but a failure of a system 

can still occur when the shocks are ‘too close’ and the system did not recover from the 

consequences of a previous shock. Therefore, the time for recovering should be taken 

into account. It is natural to assume that it is a random variable τ  with a Cdf )(tR  

(different values of damage need different time of recovering and this fact is de-

scribed by )(tR ). Thus, if the shock occurs while the system still did not recover from 

the previous one, then a failure occurs. It is the simplest criterion of failure of this 

kind. Other criterions can be also considered. As previously, we want to derive the 

probability of a failure-free performance in ),0[ t : )(tS . Consider the Poisson process 

of shocks with rate )(tλ . Similar to Finkelstein and Zarudnij [9], the following inte-

gral equation for )(tS  can be derived: 

,)(
~

)()(exp)()(exp)(

)(1)(exp)(

0 000
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∫ ∫∫∫

∫∫

−

λλλλ

λλ

   (10) 

where the first term in the right hand side is  the probability  that there was not more 

than  one shock in ),0[ t and the integrand defines the joint probability of the following 

events 

-the first shock occurred in ),[ dxxx + , 

-the second shock occurred in ),,[ dyyxyx +++   

-the time between two shocks y  is sufficient for recovering (probability- )( yR ),  

-the system is functioning without failures in ),[ tyx + . 

By )(
~

tS in (10) we denote the probability of system’s functioning without failures in 

),0[ t  given that the first shock had occurred at 0=t . Thus, it differs from )(tS  by the 

initial state of a shock process. Note, that in contrast to previous sections, it is impor-

tant now that in the initial setting there is no shock at 0=t .  Similar to (10): 
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dxxtSxRduuxduutS
xtt

)(
~

)()(exp)()(exp)(
~

000

−

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



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−+








−= ∫∫∫ λλλ .                  (11) 

     Equations (10) and (11) can be solved numerically. On the other hand, for the con-

stant failure rate λ  these equations can be easily solved via the Laplace transform. 

Obtaining the Laplace transform of )(
~

tS  from (11), and using this result while deal-

ing with equation (10), we finally arrive at: 

)](1[)(

2)()](
~

1[
)(

2

2

λλλ
λλλλλ

+−+
++−+−=

sRs

sRsRs
sS  ,                          (12) 

where  )(sS  and  )(sR  denote Laplace transforms of )(tS  and )(tR , respectively. 

Consider important for practice specific cases: 

 

Example 1. Exponentially distributed τ : }exp{1)( ttR µ−−= .  Then: 

  
))((

)(
µλλ

µλ
+++

=+
ss

sR  

and 

22 )2(

2
)(

λµλ
µλ

+++
++=

ss

s
sS .                                       (13) 

Performing the inverse Laplace transform: 

}exp{}exp{)( 2211 tsAtsAtS += ,                                 (14) 

where 21, ss  are the roots of the denominator in (13): 

2

4)2()2( 22

2,1

λµλµλ −+±+−
=s  

and 

,
2

21

1
1 ss

s
A

−
++= µλ

21

2
2

2

ss

s
A

−
++−= µλ

. 

Equation (14) gives an exact solution for )(tS . In applications it is convenient to use 

simple approximate formulas. Consider the following reasonable assumption 
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∫
∞

−≡>>
0

))(1(
1

dxxRτ
λ

.                                       (15) 

Relation (15) means that the mean inter-arrival time in the shock process is much lar-

ger than the mean time of recovery, and this is often the case in practice. In the study 

of repairable systems the similar case is usually called the fast repair. Therefore, using 

this assumption: 

}exp{)( 2 ttS τλ−≈ , 

as the second term in the right hand side of (14) decreases very sharply with t  

( }exp{~ tτ− ).  

 

4. GENERAL HETEROGENEOUS SETTING: 

 

One can hardly find homogeneous populations in real life, although most of reliability 

studies deal with a homogeneous case. Neglecting existing heterogeneity can lead to 

substantial errors in stochastic analysis in reliability, survival and risk analysis and 

other disciplines. 

     The simplest and the most natural way to implement heterogeneity in a model, is 

via a subjective approach, which deals with a random (unobserved) parameter and we 

shall follow this concept in the current paper. This parameter is often called “frailty” 

(Vaupel et al [10]). As an example of this approach we shall generalize a shock model 

of Section 2 to the heterogeneous case. Let probability θθ =)(t  be constant in time 

for simplicity and assume that it is a random variable (independent of a shock proc-

ess) with support in ]1,0[ . By this, in fact, we mean that θ  is indexed by some random 

parameter. The case of a corresponding stochastic process 0, ≥ttθ  can be also con-

sidered. Then the setting can be interpreted in a following way: there is a population 

of objects (systems), which differ with respect to unobserved susceptibility to shocks. 

Therefore, we can divide our population into different homogeneous in susceptibility 

to shocks subpopulations and describe this operation by an unobserved random vari-

able. 

     It follows from Yashin and Manton [11] and Finkelstein and Esaulova [12] that, as 

relations (8) and (9) are valid conditionally on realizations of θ , the following formu-

las take place, when θ  is a random variable: 
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


















−= ∫

t

m duuEtS
0

)(exp)( λθ ,                                        (16) 

]|[)()( tTEttm ≥= θλλ ,                                               (17) 

where conditional expectations are obtained with respect to θ . Specifically, expecta-

tion in relation (17) defines the expected value of θ  on condition that a system did not 

fail in ].,0[ t  Equations (16) and (17) define, the mixture (observed) survival function 

)(tSm and the mixture (observed) failure rate )(tmλ , respectively. The ‘shape’ of 

)(tmλ  in (17) can be already dramatically different from the shape of the intensity of 

the Poisson process )(tλ , whereas it is the same for the case of a constant in time 

θθ ≡)(t  in (8). 

     Another and maybe much more important from the practical point of view source 

of heterogeneity in harmful events can be modeled by the doubly stochastic Poisson 

process 0,ˆ ≥tPt  (instead of the Poisson process of harmful events). Denote a random 

rate of this process by ),( Ψtλ [6], where Ψ is a random variable with support in 

[ ∞,0 ).  For a fixed ψ=Ψ , similar to relations (8)-(9): 








−= ∫

t

duuutS
0

),()(exp)|( ψλθψ ,                             (18) 

  ),()()( ψλθλψ ttt =                                               (19) 

and, similar to (16) and (17): 

 




















Ψ−= ∫
t

m duuuEtS
0

),()(exp)( λθ ,                                    (20) 

]|),([)()( tTtEttm ≥Ψ= µθλ .                                     (21) 

     It is clear that we can formally combine these two models in a single one and ob-

tain the corresponding expectations with respect to two random variables. 

     There can be different models for ),( Ψtλ , the multiplicative one being the sim-

plest: 

)(),( tt λλ Ψ=Ψ ,                                                    (22) 

where )(tλ , as usually in the proportional hazards-type models, plays a role of a base-

line (reference)  rate. Then equation (21) turns into: 
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     ]|)([)()( tTtEttm ≥Ψ= λθλ                                     (23) 

     Assume that the baseline rate )(tλ  in equations (22) and (23) is increasing, which 

models the increasing in time intensity of the doubly stochastic Poisson process 

0,ˆ ≥tPt . The observed failure rate )(tmλ , however, can have a different shape due to 

the fact that conditional expectations in these formulas are decreasing in time [12]. 

The following example shows that the resulting mixture failure rate )(tmλ  can even 

tend to 0  as ∞→t . 

 

Example 2. Consider a linearly increasing with age in each realization the rate of the 

Poisson process of shocks: tt Ψ=Ψ),(λ  and assume that  Ψ  is gamma distributed 

with parameters β  and ϑ . Then, in accordance with [12], the failure rate )(tmλ  de-

fined by equation (23) is 

2
)(

t

t
tm +

=
ϑ

βλ . 

This function is equal to zero at 0=t  and tends to zero as ∞→t  with a single 

maximum. at θ=t . Hence, the mixture of IFR distributions has a decreasing (tend-

ing to zero!) failure rate for sufficiently large t  and this is rather surprising. Further-

more, the same result asymptotically holds for 0,)( >= αλ αtt .  

 

5. SHOCKS AS BURN-IN 

 

We can look at the problem of the failure rate modeling in heterogeneous populations 

from a different point of view. Now we have an object (a system) with a non-ideal 

reliability subject to a process of possibly killing shocks. Consider a heterogeneous 

population of these objects. A manufacturer wants to perform a burn-in procedure, 

eliminating the weakest items by suitably defined magnitude of a shock. We are inter-

ested in comparison of population failure rates before and after the shock. It is natural 

to suggest that the mixture failure rate after a shock should be smaller than the one 

before it, otherwise the burn-in of this kind does not make sense. In what follows we 

define natural conditions which guarantee ordering of failure rates of the described 

type. 
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     Let  0≥T  be the time to failure of a system with the Cdf )(tF . Let heterogeneity 

be modeled by the unobserved random variable Z with support in ),0[ ∞ (it is more 

convenient to use this notation for frailty in what follows). Assume that )(tF  is in-

dexed by Z :  

),()|()|( ztFztTPzZtTP =≤≡=≤  

 As the failure rate is a conditional characteristic, similar to previous sections, the 

mixture failure rate )(tmλ  should be defined conditionally (see, e.g., [12], [13], [14] 

to name a few):  

∫

∫
∞

∞

=

0

0

)(),(

)(),(

)(

dzzztF

dzzztf

tm

π

π
λ ∫

∞

=
0

)|(),( dztzzt πλ ,                           (24) 

where the conditional pdf (on condition that tT ≥ ) is: 

∫
∞=

0

)(),(

),(
)()|(

dzzztF

ztF
ztz

π
ππ .                                           (25) 

     Assume that at time 1tt =  an instantaneous shock had occurred, which affects the 

whole population: with the corresponding complementary probabilities, as in Section 

1, it either kills an item, or ‘leaves it unchanged’. Without loosing generality, let 

01 =t , otherwise a new initial mixing variable can be easily defined and the corre-

sponding procedure adjusted to this case. It is natural to suppose that the more frail 

individuals or subpopulations (with larger failure rates) are, the more susceptible they 

are to failures from a shock.  

     Let )(1 zπ  denote a frailty distribution of a random variable 1Z  after a shock and 

let )(tmsλ  be the corresponding observed (mixture) failure rate after it. Assume:  

∫
∞=

0

1

)()(

)()(
)(

dzzzg

zzg
z

π

ππ ,                                                 (26)                        

where )(zg  is a decreasing function and therefore )(/)(1 zz ππ  is decreasing. It means 

that a shock performs a kind of a burn-in operation (Block et al, [15]), and that Z  and 

1Z  are ordered in the sense of the likelihood ratio (Ross, [16]):  

1ZZ LR≥                                                          (27) 
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Now we able to formulate the following result, which will be proved in the Appendix: 

 

Theorem  Let relation (26), defining a mixing density after a shock at 0=t , where 

)(zg  is a decreasing function, hold.  

     Assume that a family of failure rates in a population is ordered in z : 

0],,0[,,),,(),( 212121 ≥∞∈∀<< tzzzzztzt λλ .                          (28) 

Then:  

),0[);()( ∞∈∀< ttt mms λλ .                                          (29) 

 

     In accordance with inequality (29), the curve )(tmsλ  lies beneath the curve )(tmλ  

for 0≥t . Therefore, the failure rate after the shock is always smaller than the one 

without the burn-in of this kind, which, of course, is a natural result for this operation.   

At 0=t , for instance:  

∫
∞

−=−
0

1 ))()()(,0()0()0( dzzzzmsm ππλλλ . 

Ordering (29) seems intuitively evident, but, in fact, it is valid only due to rather strin-

gent conditions of this theorem.  It can be shown, for instance, that the replacement of 

condition (27) by a weaker one, e.g., of stochastic dominance: 1ZZ st≥ will not 

guarantee ordering this ordering for all t .  In the latter case it will hold only for suffi-

ciently small t .  

     Ordering (28) is an important assumption, as it, in fact, defines heterogeneity in 

terms of failure rates of different subpopulations. The simplest and widely used ex-

ample of the natural ordering of this kind is the proportional hazards model, when 

)(),( tzzt λλ = . 

      This result can be generalized to the sequence of shocks of the described type at 

time instants { } ,...2,1, =iti  and after every shock the failure rate will be ‘lower’ than 

after the previous one. 

 

6. CONCLUDING REMARKS 

 

External point influences (shocks) present a common cause of system failures in dif-

ferent applications. The ability to survive a single shock and the intensity of these 
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shocks in time eventually define system reliability. There can be different criterions of 

failure for systems subject to shocks. Only two simplest criterions were considered, 

but the suggested approach allows for various generalizations.  

     Heterogeneity is a natural feature in many populations. Results of reliability 

(safety) analysis for heterogeneous populations can be substantially different from 

those in a homogeneous case and this should be taken into account. The subjective 

approach based on considering of an unobserved random variable (frailty) gives an 

appropriate tool for stochastic modeling of heterogeneity and presents a more flexible 

way of stochastic description of lifetimes. 

 

Appendix.  Proof of the Theorem. 

 

Inequality (28) is a natural ordering in the family of failure rates  ),0[),,( ∞∈zztλ  

and trivially holds for the specific multiplicative model )(),( tzzt λλ = .  

     It can be finally derived that 

)]()([ ttsign mms λλ −  

dudsussustutstFutFsign

su

∫ ∫
∞

>

∞

−−=
0 0

11 ))()()()())(,(),()(,(),( ππππλλ , 

which is negative due to assumptions of the Theorem. It can be seen, noting that 

)]()([ ttsign mms λλ −  is equal to the sign of 

∫ ∫∫ ∫
∞ ∞∞ ∞

−
0 0

1

0 0

1 )(),()(),(),()(),()(),(),( dzzztFdzzztFztdzzztFdzzztFzt ππλππλ  

dudssustsuutstFutF )]()(),()()(),()[,(),( 11

0 0

ππλππλ −= ∫ ∫
∞ ∞

 

dudsutstusstutsustFutF

su

))],(),()(()()),(),()(()()[,(),( 1

0 0

1 λλππλλππ −+−= ∫ ∫
∞

>

∞

 

dudsussustutstFutF

su

∫ ∫
∞

>

∞

−−=
0 0

11 ))()()()())(,(),()(,(),( ππππλλ   , 

where we, at first, had transformed the product of integrals into a double integral and 

then have changed the domain of integration.                             
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