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Abstract

Individual-level mortality prediction is a fundamental challenge with implications for life
planning, social policies and public spending. We model and predict individual-level lifespan using
12 traditional and state-of-the-art models and over 150 predictors derived from the U.S. Health
and Retirement Study. Machine learning and statistical models report comparable accuracy and
relatively high discriminative performance, but fail to account for most lifespan heterogeneity
at the individual level. We observe consistent inequalities in mortality predictability and risk
discrimination, with lower accuracy for men, non-Hispanic Blacks, and low-educated individuals.
Additionally, people in these groups show lower accuracy in their subjective predictions of their
own lifespan. Finally, top features across groups are similar, with variables related to habits,
health history, and finances being relevant predictors. We conclude by highlighting the limits
of predicting mortality from representative surveys and the inequalities across social groups,
providing baselines and guidance for future research and public policies.

Teaser

Twelve statistical methods expose inequalities in mortality predictability for men, non-Hispanic
Blacks, and low-educated individuals.



Introduction

How long will we live? Answering this question means addressing a fundamental issue of human
nature. Mortality is the ultimate life outcome, making disparities in the length of life the most
extreme type of inequality (van Raalte et al., 2018). Demographers and actuaries have tackled this
question since the 17th century, providing convincing evidence of mortality “laws” and regularities
at the population level (see, e.g., Gompertz, 1825; Oeppen and Vaupel, 2002; Riley, 2001; Thatcher
et al., 1998). Conversely, predicting mortality at the individual level remains challenging. Death is
highly unpredictable (Einav et al., 2018), even in clinical and controlled settings where health records
are gathered and medical knowledge can guide predictions (Henderson and Keiding, 2005).

Related to this question, a key debate in aging research that has emerged in recent years is whether
there is an inherent limit to human longevity. On the one hand, some scholars believe that such a
limit does not exist. The deceleration or plateau of age-specific mortality rates at the oldest ages is
often put forward as a motivation for the lack of such a limit, along with recently observed mortality
improvements for the elderly (Alvarez et al., 2021; Barbi et al., 2018; Gampe, 2010, 2021; Horiuchi
and Wilmoth, 1998; Rau et al., 2008; Wilmoth et al., 2000). On the other hand, other scholars have
questioned the existence of a mortality plateau, arguing that they are a result of inaccurate data
or age exaggeration, and that consequently human longevity has a fixed limit and will not increase
indefinitely (Dong et al., 2016; Gavrilov and Gavrilova, 2011, 2019; Newman, 2018; Olshansky et al.,
1990).

Recent advances in statistical methods and artificial intelligence hold great potential for improving
mortality predictions and contributing to the longevity limit debate. Accurate lifespan predictions
would enable individuals to make more informed choices regarding financing retirement and provision
or receipt of support (van Raalte et al., 2018); moreover, they would allow for targeting high-risk
individuals and for better organizing and managing health care spending, pensions, and other social
policies (Einav et al., 2018). Such predictions could also shed novel insights on the debate regarding
human senescence. There is thus a pressing need for investigating whether recent developments in
statistical methods can improve longevity predictions beyond well-established approaches.

In recent years, a body of work attempting to characterize the limits of prediction in complex social
and health systems, often employing machine learning, has formed (Hofman et al., 2017). Such work
emphasizes both existing biases as well as the need for better mechanisms to evaluate predictions in
a standardized manner. The performance of machine learning models relative to classical statistical
methods has been varied, with machine learning obtaining considerable gains in prediction accuracy
in certain applications (Dong et al., 2019; Francesco et al., 2023; Jean et al., 2016) and at best
marginal gains in other settings (Dressel and Farid, 2018; Joel et al., 2020). Furthermore, the
performance of machine learning models is stratified across social groups, with minority groups
reporting lower prediction accuracy across many settings, leading to a growing literature on the
fairness of machine learning (see, e.g., Chen et al., 2021; Chouldechova and Roth, 2018; Obermeyer
et al., 2019). For example, Obermeyer et al. (2019) show evidence of racial bias in one of the most
common commercial algorithms used to identify and help patients with complex health needs, with
Black patients systematically sicker than white patients at a given risk score. Similarly, Li et al.
(2022) show racial biases in machine learning models of behavioral phenotypes from brain functional
magnetic resonance imaging used in precision medicine even when training the model on balanced
datasets. Outside health-related predictions, scholars reported algorithmic discrimination in many
contexts, including algorithms for predicting recidivism in pretrial, parole, and sentencing decisions
(Dressel and Farid, 2018), algorithms for supporting recruiting and hiring decisions (Chen, 2023),
and algorithms for automated speech recognition (Koenecke et al., 2020).

In demography, machine learning techniques have begun to be explored for predicting life outcomes,
including mortality. Salganik et al. (2020) examined the predictability of six life outcomes, such as a
child’s grade point average and whether a family would be evicted from their home, using a scientific
mass collaboration of 160 teams and a shared rich dataset. Despite using advanced machine learning



approaches, the predictions were not very accurate, and only marginally better than simpler models.
Conversely, Arpino et al. (2022) reported greater predictive accuracy of machine learning methods
than traditional regression models for the prediction of union dissolution in Germany. With regard
to mortality, a few approaches have been proposed for modelling and forecasting mortality rates
at the population level (see, e.g., Deprez et al., 2017; Nigri et al., 2019; Richman and Wiithrich,
2021). Significantly less effort has been made to predict mortality at the individual level using
machine learning approaches. Two notable recent exceptions are provided by Breen and Seltzer
(2022) and Savcisens et al. (2023). Focusing on a single birth cohort born in 1910 in the US,
Breen and Seltzer (2022) find marginal improvements of machine learning approaches compared to
a linear regression model. Instead, Savcisens et al. (2023) leveraged the detailed information on 6
million people contained in the Danish registers to train a natural language processing algorithm
that predicted early mortality more accurately than state-of-the-art models. Previous important
work on individual-level mortality predictions relied on more traditional survival analysis methods,
such as Cox and Gompertz hazard models (Goldman et al., 2016, 2017).

Our goal in this paper is to assess the limits of individual-level mortality predictability in the context
of increasing data availability and computational power. By doing so, we build upon three salient
research areas. First, recent work has aimed at identifying the strongest individual-level predictors
of mortality (Goldman et al., 2016; Puterman et al., 2020), as well as considering that predictors
of mortality may vary across racial groups (Goldman et al., 2017), but has not combined the two
in considering how these racial factors affect individual mortality predictions. Second, in conjunc-
tion with recent advances in statistical learning techniques, a growing demographic and sociological
literature has focused on predicting life outcomes using both traditional and machine learning meth-
ods (Arpino et al., 2022; Molina and Garip, 2019; Salganik et al., 2020). Novel approaches are
found to slightly improve predictions, but also reveal the difficulty in forecasting uncertain demo-
graphic outcomes at the individual level. Furthermore, which methods researchers should be using
and whether novel methods reveal additional information or help mitigate prediction inequalities
is unclear. Finally, diverging variability in lifespan between broad socioeconomic groups has been
observed in high-income countries (van Raalte et al., 2011, 2018), which may reflect further hetero-
geneity in underlying population groups. Less advantaged groups are likely to face higher variability
and uncertainty about their survival time, but the measures have been monitored only for relatively
coarse population categories. Considering lifespan discrepancies amongst more granular population
groups is especially salient in light of recent calls for demography to take up intersectionality as a
critical lens, which motivates the study of intra- and inter-group relationships, heterogeneity, and
inequalities (Sigle, 2016).

In addressing these three lines of work we employ emerging and state-of-the-art methodological
techniques to tackle fundamental substantive questions in the field of health and mortality. Our
research breaks the overarching challenge of predicting and understanding mortality risk at the micro
level down into four inter-related questions. First, we aim to systematically assess the limits to micro-
level predictability of longevity by comparing both statistical and machine learning methods applied
on one of the most authoritative longitudinal surveys of aging in the United States, the Health and
Retirement Study (HRS). In employing a variety of models we explore whether increases in available
data and advances in computational techniques substantially improve such predictions. Second, we
measure how prediction accuracy and uncertainty in life outcomes vary across socioeconomic groups,
reflecting underlying lifespan inequality. Third, we identify which key variables accurately predict
mortality and analyze whether or not they differ across socioeconomic groups. Finally, we compare
individuals’ self-reported survival predictions with the outputs of statistical and machine learning
survival models. These four complementary analyses provide a rich baseline to guide future research
on mortality predictions and, more broadly, to assess the limits and biases of using machine learning
models for demographic analyses, as highlighted in the conclusions of the paper.



Results

Lifespan predictability
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Figure 1: Evaluation metrics: Time-dependent Brier Score (panel a.) and Area Under the Curve
(panel b.). The dashed horizontal lines indicate the optimal Brier Score (0.00) and the Area Under
the Curve (1.00). The AUC for Kaplan-Meier, 0.5 by construction, has not been reported. Time in
study is measured in years.

We assess the limits to individual-level predictability of lifespan by estimating 12 baseline, tradi-
tional, and machine learning models, as detailed in the Materials and methods section. We report
the time-dependent Brier Score (BS) and the Area Under the Curve (AUC) for each model evaluated
on the test set in Figure 1. Table S1 (Supporting Information) reports the integrated BS and mean
AUC, summary measures of predictive performance over the entire time horizon of the study, for each
model evaluated on the test set. The BS shows that more complex methods and predictors improve
prediction accuracy compared to the baseline CoxReduced and Kaplan-Meier models, sometimes
substantially. For example, the integrated BS difference between the CoxReduced and the time-
varying Cox model (Cox-TV) is 0.021, a 16.0% improvement in prediction accuracy. Our results
indicate that time-varying methods, which fully exploit the longitudinal structure of the HRS data
and are generally overlooked in previous studies, consistently report better performance. Indeed,
Cox-TV and the time-varying relative risk forest (RRF-TV) report, respectively, the lowest inte-
grated BS among the traditional and machine learning models implemented. In particular, Cox-TV
prediction accuracy is 6% higher than Cox Full, while RRF-TV prediction accuracy is 6.6% higher
than the Random Survival Forest (RSF) in terms of integrated Brier score. Trends in discriminative
accuracy across models, as measured by the Area Under the Curve (AUC), are similar to those of the
Brier score. We note that all models except the Kaplan-Meier estimator report mean AUC above 0.8,
considered excellent discriminative accuracy according to diagnostic standards (Mandrekar, 2010).
More complex statistical models and predictors can significantly improve discrimination, which is
crucial to target high-risk individuals. For example, Cox-TV reports a mean AUC of 0.874, 7.9%
higher than CoxReduced. Again, the time-varying models, Cox-TV and RRF-TV, report the highest
accuracy among traditional and machine learning models.

How predictable is lifespan? Previous results in clinical settings highlight the inherent challenges of
predicting mortality (Henderson and Keiding, 2005). On the other hand, our AUC results suggest
that statistical modeling can attain high discriminative accuracy on these data. However, we note
that discrimination, which assesses a survival model’s ability to rank subjects in terms of relative
risk, is a lower benchmark than calibration, which assesses the accuracy of lifespan predictions. It



can be difficult to interpret the Brier score in absolute terms, as opposed to the diagnostic thresholds
established for the AUC (Mandrekar, 2010). Therefore, to further assess the performance of these
models in lifespan prediction, we calculated predicted survival time in years as the area under the
predicted survival curves by excluding censored individuals. We then compared our predictions
with the observed survival times of subjects in the test set by calculating the Pearson correlation
between these quantities for each model, which is shown in Figure S3 (Supoprting Information).
Across models, the correlation coefficient varies between 0.4 and 0.5, implying that most of the
heterogeneity in longevity at the individual level remains unexplained by the models and predictors
used. We elaborate on these results in the Supporting Information and comment on their implications
in the Discussion. Finally, for each model we calculated the mean absolute error (MAE) of predicted
survival time on the test set, shown in Table S1 (Supporting Information). The average MAE among
traditional and machine learning models is 2.39 years, which surpasses 21% of the average survival
time of subjects in the test set whose deaths we observe, which is 11.3 years. Taken together, these
results imply that the models’ predictions of subject lifespans are not as accurate as their “excellent”
mean AUC scores would suggest.

Notably, the time-varying models that make use of updated measurements in subsequent survey
waves are the most performant, but also require and use additional information. Overall, however,
we conclude from Figure 1 and Table S1 (Supporting Information) that traditional and machine
learning models exhibit similar prediction accuracy on this dataset. Furthermore, we note that the
improvement in predictive performance when going from the Kaplan-Meier estimator (which does
not take into account covariates) to the reduced Cox model (based on 4 predictors) is much larger
than the improvement when going from the reduced Cox model to the other models trained on the
full set of over 150 predictors. These observations further highlight the difficulty of the prediction
task at hand. While the time-invariant machine learning models report similar performance to the
time-invariant traditional models in terms of integrated BS and mean AUC, we note that utilizing
machine learning models comes with additional costs including greater difficulties in implementa-
tion, interpretability, and uncertainty quantification. Supposing these trends hold for other similar
datasets, deciding which model is more suitable depends on the specific purpose of the study and
data availability. If updated observations are unavailable, precluding the use of time-varying mod-
els, there is no clear superior choice. For public policy and social interventions aimed at targeting
high-risk individuals, in which decisions are impacted by the statistical discriminative accuracy (or
AUC) of a model, no method definitively outperforms the others. Similarly, for individual lifespan
prediction, which is assessed by the Brier score, the differences between models may be irrelevant.
On the other hand, for a life insurance company relying only on baseline covariates, switching to
a model in which premia are assessed based on time-varying information may significantly improve
revenue.

Inequalities in predictability among socioeconomic groups

We investigated whether prediction accuracy varies between social groups, reflecting inequalities
in mortality and morbidity underlined by previous research (Mackenbach et al., 2018; van Raalte
et al., 2011, 2018). We estimated statistical models using a common training set and computed
prediction accuracy in the test data among specific social groups to assess performance. We stratify
our analyses by gender (men and women), race and ethnicity (non-Hispanic whites, non-Hispanic
Blacks, and Hispanics), and education (low, middle, and high), as described in the data section. In
Figure 2, we report integrated Brier score and mean AUC for each model evaluated on the test set
stratified by each group.

Traditional and machine learning models show consistent inequalities in lifespan predictability across
social groups. We find that the observed inequalities are robust to the choice of statistical model,
and, in particular, that more novel machine learning models also exhibit inequalities in mortality pre-
diction. Among men, Non-Hispanic Blacks, and low-educated respondents, all models report lower
accuracy in predicting mortality, both in terms of calibration (integrated BS) and discrimination
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Figure 2: Integrated Brier Score and Mean Area Under the Curve by gender (panel a.), race and
ethnicity (panel b.), and education (panel c.). The dashed vertical lines indicate the optimal Brier
Score (0.00) and the Area Under the Curve (1.00). The Mean AUC for Kaplan-Meier, 0.5 by
construction, has not been reported.

(mean AUC), as compared to their counterparts. For example, for whites we observe a mean AUC
that is consistently 0.05 higher than for Blacks. In other words, statistical models better discrimi-
nate between high and low-risk white individuals, allowing better targeting for policy interventions,
than between high and low-risk Black individuals.

As a robustness check, we ran the same analyses on augmented training sets oversampled to correct
for imbalances in gender, race and ethnicity, and education for a subset of models. For instance, the
observed inequalities in lifespan survival predictability could be driven by sample size differences
among groups, as white respondents are, for example, over-represented in the training set compared
to Black and Hispanic respondents. The results of the robustness check, which are qualitatively and
quantitatively consistent with the those described here, are reported in the Supporting Information
with more detailed information on the oversampling procedure.

Explaining why longevity is harder to predict for certain groups is key for future research on the
root causes of disparities in mortality and lifespan predictability, with relevant consequences for life
planning and social interventions. We identified the key variables to predict mortality across social
groups as a preliminary approach to analyzing possible mechanisms driving the observed inequalities.
As described in the data section and the Supporting Information, we computed variable importance



using permutation importance with negative integrated brier score as the scoring metric.

We see minimal variation in the top features across groups, which are primarily related to habits,
health history, and finances. Age, which is consistently the most predictive feature, improves the
integrated brier score between 0.07 and 0.009 depending on the model used. Other top predictors,
such as diabetes diagnosis and whether a participant has ever smoked, tend to have a significant
but smaller impact, between 0.001 and 0.004. The order changes slightly across groups in different
models. For example, items which may indicate healthcare access such as sum of medications
and prescription for psychiatric medications are more predictive in White and higher educated
populations. In the random forest model, diabetes diagnosis is more predictive of mortality for
Blacks than Hispanics or Whites, similar to findings from Goldman et al. (2017). However, in
general, the difference in feature importance across models is larger than across groups within a
single model. Differences in top features also reflect some group-specific predictors, such as the age
of the last menstrual period for women. Top variables for the parametric models are difficult to
interpret, possibly due to collinearity issues since these models are not intended for such a large
number of variables. We list the top 10 variables for each model in the Variable Importance section
of the Supporting Information.

Inequalities in subjective predictability

Finally, we investigated how HRS participants’ predictions about their own longevity compare to
predictive models and to reality, and how these trends differ among social groups. HRS respondents
are asked: “what do you think are the chances that you will live to be 75 or more?”. This question
is a measure of an individual’s subjective survival probability at 75, which has been used, for
example, to compute subjective cohort life tables (Perozek, 2008). Individuals form expectations
holistically by considering their health background, environment, socioeconomic status, extended
family experience, and genetics, among other information that may not be captured in surveys
(Perozek, 2008), and such individual health assessments have been shown to be relatively predictive
of mortality in some cases Goldman et al. (2016). This elicits the question: with access to such
information, are individuals better able to predict their own survival? In the following analyses, we
restrict the sample to respondents who were less than 75 at entry into the study.

In Figure 3, we report a calibration plot stratified by gender, race and ethnicity, and education, with
the predicted survival probability on the horizontal axis and the observed proportion of respondents
alive at 75 on the vertical axis. A perfect calibration is expected to follow the diagonal line - e.g.,
among respondents who estimate a 0.2 survival probability at 75, 20% are expected to be observed
alive. We notice that subjective lines (highlighted in the graph) are generally flat. Individuals who
report a low expected probability of being alive at 75 substantially underestimate survival, while
those who report a high probability substantially overestimate survival. Conversely, model-based
predictions better align with the diagonal line. We observe relevant differences among social groups.
For example, among respondents who reported a survival probability between 0.9 and 1, men, non-
Hispanic Blacks, and low-educated individuals show lower observed survival. These groups face
higher unexpected mortality relative to their counterparts.

In Figure S2 (Supporting Information), we also report the mean squared error (MSE) in predicted
survival probability at age 75 for the estimated survival models and survey respondents (“Subjec-
tive”) by social group. We underline two relevant results. First, individuals are significantly less
accurate than statistical modeling - subjective survival predictions consistently score, on average, an
additional 0.1 in terms of MSE. Second, the inequalities in lifespan predictability across social groups
observed for the statistical models persist for the subjective survival probabilities reported by indi-
viduals in the survey. Remarkably, men, non-Hispanic Blacks, and low-educated respondents are less
accurate in predicting their survival at 75 than women, non-Hispanic Whites, and highly educated
respondents, respectively, consistent with the modeling results of the previous section.
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Figure 3: Calibration plot at age 75 of predicted survival probability and observed survival by
gender (panel a.), race and ethnicity (panel b.), and education (panel c.). The dashed diagonal line
represents a perfect calibration. Predicted survival probabilities have been binned in ten groups:
0-0.1, 0.1-0.2, 0.2-0.3, 0.3-0.4, 0.4-0.5, 0.5-0.6, 0.6-0.7, 0.7-0.8, 0.8-0.9, 0.9-1.

Discussion

In this paper we sought to predict individual-level mortality from survey data, a demographic chal-
lenge with potential implications for individuals, policymakers, and researchers alike. We considered
questions around prediction, model usage, and inequalities between groups and pushed the limits of
predictability by including over 150 predictors in a broad range of classic statistical and machine-
learning survival analysis models spanning Cox models, random forests, and deep neural networks.
Our results generally suggest that models incorporating richer information demonstrate improved
predictive performance and can attain relatively high discrimative accuracy, but achieving superior
calibration of lifespan predictions remains a difficult task. In particular, we find that survival mod-
els accounting for time-varying covariates have the best performance. This is in line with previous
research starting from the early work of Allison (1984). However, the additional prediction accuracy
derived from time-varying covariates is not substantial, and we generally observe similar perfor-
mance across traditional, penalized, and machine learning models. In addition, we find inequalities
in prediction that cannot be explained by sampling procedures. Individual level prediction is con-
sistently less accurate for certain groups, regardless of which model is used, motivating a need to
delve more deeply into what may be causing such discrepancies. Finally, despite differences in the



order of variable importance across models, most tended to draw predictive power from the same
indicators like age, smoking status, and the presence of chronic diseases like diabetes, underscoring
the success of past research in determining key mortality predictors.

Our results have several important implications. First, upon incorporating comprehensive life infor-
mation, the discriminative performance of predictive models, which captures the ability to identify
individuals at higher risk, can reach levels deemed ‘excellent’ by diagnostic standards (Mandrekar,
2010). Statistical modelling can thus be used to better inform individual-level life planning and or-
ganize more targeted social interventions and support programs. In particular, like other important
social outcomes (e.g., as in Heller et al. (2022)), individual-level predictive survival models can help
identify and target high-risk individuals. However, though time varying information is important,
the emergence of a similar set of key factors across models provides a basis for prediction in lower
information settings, and such factors may also be consistent across countries (Goldman et al., 2016).
Future work may consider at what point adding additional variables results in diminishing returns
in terms of improved performance, which may aid countries with less comprehensive data collection
efforts.

A frequently proposed explanation for the existence of bias in prediction models is the underrepre-
sentation of minority groups in training data (Chen et al., 2021; Koenecke et al., 2020; Larrazabal
et al., 2020; Li et al., 2022; Martin et al., 2019). Nevertheless, despite the fact that we train models
on the HRS, a nationally representative aging survey in the US, as well as on oversampled synthetic
datasets derived from the HRS that balance demographic groups, we find persistent inequalities
in the accuracy of predictive models for disadvantaged populations, as reflected in previous work
(Obermeyer et al., 2019). By focusing on the task of predicting individual outcomes, beyond esti-
mating aggregate trends across demographic strata, our findings reveal that these groups, which are
known to be subject to lifespan inequality, also face greater unexplained variation in mortality due to
factors unrelated to the numerous behavioral, demographic, health, and social indicators currently
measured by the HRS. Such differences can perpetuate or even increase existing health disparities
as these models are deployed to make real-world decisions, such as pricing health insurance policies,
implementing targeted social programs, and guiding decisions in clinical settings (Char et al., 2018).
We observe these disparities despite employing state-of-the-art machine learning models capable
of capturing complex interactions between covariates, thereby ruling out heterogeneous covariate
effects across groups as a main source of disparities in predictive accuracy.

Taken together, our findings affirm that mortality is a complex process driven by poorly-characterized
factors that vary across social strata. Uncovering mechanisms to better understand mortality at the
individual level will require thoughtful data collection and well-designed research studies no less
than application of the most advanced statistical and computational tools available. In line with
recent calls for greater focus on the links between structural racism and population health in social
and health research (Hummer, 2023), our results motivate further investigation into the drivers of
mortality and lifespan inequality in marginalized groups. As shown in our analyses, marginalized
groups also report lower levels of subjective prediction accuracy measured as self-reported survival
probabilities. Subjective life expectancy is a central measure in the growing uncertainty demography
framework (Trinitapoli, 2023), and an additional dimension to understand mortality uncertainty and
inequality and complement other demographic measures, including differentials in lifespan levels
and variability (van Raalte et al., 2018), the cross-sectional average length of life (Nepomuceno
et al., 2022), and measures of mortality compression (Kannisto, 2000). Inequalities in subjective
accuracy have relevant implications, as subjective life expectancies are important predictors of health
behaviors and financial behaviors related to retirement (Bucher-Koenen and Kluth, 2013; Scott-
Sheldon et al., 2010). In addition to policy implications, the findings of such an endeavor could be
used to inform the design of future aging surveys to ask questions that better capture the health of
diverse communities.

We have focused on one way to predict mortality by generating predicted survival curves based on
fitted survival regression models. We briefly address two alternative approaches. One alternative



approach would be to directly predict age at death, as is often desirable in healthcare settings
(Henderson and Keiding, 2005). Breen and Seltzer attempt to predict lifespans in this way by
focusing on a single birth cohort born in 1910 and identifying their sociodemographic characteristics
and age at death from the US Census and Social Security records, respectively (Breen and Seltzer,
2022). We evaluated the accuracy of survival time predictions output by our models in a fashion
analogous to theirs, which is available in the Supporting Information. However, our data are not well-
suited to the evaluation of lifespan prediction due to the presence of right censoring. Respondents
can drop out of the survey without having their deaths recorded, or they may outlive the length of the
longitudinal period. The survival metrics we utilize above account for censoring and therefore provide
a more valid assessment of the performance of the models considered in our context. Furthermore,
we expect that results from our approach may be more relevant in practice, since the vast majority
of data sources recording mortality contain censoring.

Another way to predict mortality would be to focus on forecasting the probability of death between
waves of the survey. For instance, one could develop a discrete-time model using information from
waves one through thirteen of the HRS to predict which respondents present at wave thirteen will
die before wave fourteen. This ‘discrete-time’ approach has been used in previous work predicting
social outcomes (Arpino et al., 2022; Heller et al., 2022; Salganik et al., 2020). This is an interesting
approach that can be explored in future work.

Finally, we observed consistent inequalities in predictability: men, non-Hispanic Blacks, and low-
educated respondents had less predictable mortality than their counterparts. These same inequalities
reemerge in survey-respondents’ own predictions about their survival, reflecting the persistent, po-
tentially internalized nature of inequalities in lifespan (van Raalte et al., 2018). These inequalities
present a non-trivial obstacle to the equitable use of predictive models, and must be accounted for
when using models to target interventions. The persistence of differences in predictability even after
including a rich set of predictors and complex modelling remains to be explained. One possibility
may be that mortality is more driven by genetic, biological, or multi-generational factors for some
groups compared to others (Christensen et al., 2006). Another is that certain groups may die more
frequently from unpredictable causes (e.g., traffic accidents) than others. These possibilities remain
to be explored in future work. In particular, a relevant dimension to consider is the role of genet-
ics. We included a large set of behavioral, demographic, health, and social indicators, but genetic
determinants of human longevity could further improve prediction accuracy and explain variation
across individuals and groups. For instance, twin studies have consistently found that around 25%
of human lifespan variation is driven by genetic differences, and that genetic influences on lifespan
are minimal until 60 but increase after this age (Christensen et al., 2006). Understanding the dif-
ferences which lead to such inequalities remains an important question in order to also assess equity
in prediction of life expectancy.

Our findings emphasize the importance of interdisciplinary collaboration in addressing predictive
disparities and establishing frameworks for evaluating models and predictions reliably, especially
when applied to the social sciences. While the adoption of machine learning may offer marginal
improvements in predictive accuracy, it often comes at the cost of transparency and interpretability
and may not always supersede the benefits of traditional models. Moreover, it is crucial to assess
models not only on a macro level but also with respect to specific subpopulations, considering
factors such as race and gender as well as how they intersect. Diligent research in this field has
the potential to benefit not only individuals in their long-term planning but also policymakers
and other stakeholders dedicated to assisting marginalized communities and formulating end-of-life
policies.
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Materials and methods

Data

We use data from the US Health and Retirement Study (HRS, 2022), a representative sample of
individuals over 50 years of age that has been run in two-year waves since 1992!. In particular, we
use a longitudinally harmonized dataset ending in 2018 for a total of 14 waves? . Our data cleaning
procedure is composed of four steps: variable selection based on raw categories (childhood, cogni-
tive, demographic, habit, job, mental health, physical health, social, support, wealth, and welfare),
variable selection based on repetition and missingness, special treatment for certain missing values,
and removal of remaining variables with over 50% missingness. Our final dataset contains more than
150 predictors, spanning behavioral, biological, demographic, health, and social indicators for 39,248
respondents. An overview of the selected variables is available in the Supporting Information along
with further discussion of our data cleaning procedure and the HRS and its limitations. Remaining
missing values are imputed using random forest imputation (Stekhoven and Buhlmann, 2012), as
done in previous work on mortality predictions using HRS data (Puterman et al., 2020), run sep-
arately on the train and test sets, which comprise a 60%-40% split of the full dataset. We stratify
the analyses across gender, race and ethnicity, and education. Gender is categorized as either men
or women, as reported in the HRS survey. Race and ethnicity is a categorical variable with three
options: Non-Hispanic white, Non-Hispanic Black, and Hispanic. Education is a categorical variable
which follows the simplified version of the International Standard Classification of Education scale
(ISCED): low (less than high school), middle (upper secondary and vocational training), and high
(tertiary education).

!The HRS (Health and Retirement Study) is sponsored by the National Institute on Aging (grant number NIA
U01AG009740) and is conducted by the University of Michigan.

2This analysis uses data or information from the Harmonized HRS dataset and Codebook, Version C as of Jan
2022 developed by the Gateway to Global Aging Data. The development of the Harmonized HRS was funded by the
National Institute on Aging (R01 AG030153, RC2 AG036619, 1R03AG043052). For more information, please refer to

www.g2aging.org.
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Models

We model each individual’s survival curve as a function of time in the study from 0 at time of entry to
27 years, which is the maximum follow-up time in the HRS. We use time in study instead of age as the
outcome in order to alleviate survivorship bias arising from left-truncation resulting from subjects
entering the study at different ages. While left truncation is accounted for in most off-the-shelf
Cox proportional hazard model software, many packages implementing machine learning survival
models, including widely popular random survival forests, are not currently equipped to handle
time-to-event data with left truncation. We categorize the methods we implement into five broad
categories, which span a range of established and widely-used survival analysis models, in addition to
more recently-developed machine learning models. We consider 12 models in total. Further remarks
detailing the specification and implementation of the models presented here, including discussion of
hyperparameter tuning, are included in the Supporting Information.

Baseline

The first class, which we refer to as the “Baseline” category, consists of two simple and popular
survival models: the nonparametric Kaplan-Meier estimate (Kaplan and Meier, 1958) of the sam-
ple survival curve, which does not take into account covariates; and a Cox proportional hazards
model (Cox, 1972) (hereafter referred to simply as a Cox model) fitted to a reduced set of covari-
ates comprising the subject’s age, gender, race, and education level, which we term “CoxReduced”.
These models are implemented using Python’s scikit-survival package (Pdlsterl, 2020) and R’s sur-
vival package (Therneau, 2022), respectively. Baseline models serve as a benchmark on which the
performance of increasingly complex models can be compared.

Traditional

The second class, which we refer to as the “Traditional” category, consists of classical parametric
and semi-parametric survival models. The first of these is a Cox model fitted to the full set of
predictors from each subject’s first survey wave, termed “CoxFull”. In practice, due to the large
number of predictors, we apply a small amount of ridge (or ¢3) regularization to the partial likelihood
to assuage singularities in the design matrix. This model is “time-invariant” in the sense that it
uses only the covariate information provided at the time of entry to the study, i.e., the records from
the first HRS wave in which an individual appears. Going forward, any models described should be
assumed time-invariant in this sense unless otherwise stated. The remaining models are also fitted
to the full set of predictors. Next, we fit a time-varying Cox model, denoted “Cox-TV”, which makes
full use of the longitudinal nature of the HRS, allowing covariates to vary across waves of the survey.
Standard software implementations of the Cox model can directly handle time-varing covariates and
left-truncated data using the Andersen-Gill counting process data formulation (Andersen and Gill,
1982). Finally, we fit a fully parametric Gompertz regression model (Gompertz, 1825), denoted
“Gompertz”, which is widely used to study mortality and assumes a log-linear baseline hazard.
CoxFull, in constrast to CoxNet discussed in the penalized section, is implement within scikit-
survival (Polster]l, 2020). Cox-TV is implemented within the survival package (Therneau, 2022).
The Gompertz model is implemented within Python’s PySurvival package (Fotso et al., 2019).

Penalized

Despite its proximity to the classical Cox model, we differentiate the Cox model with an elastic
net penalty (Park and Hastie, 2007; Simon et al., 2011), denoted “CoxNet”, into its own category.
Penalized likelihood methods, which induce shrinkage estimation and variable selection, are often
included within the broad category of machine learning methods. CoxNet is implemented within
scikit-survival (Polsterl, 2020).
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Machine Learning: Forest Based

The third class, termed “Machine Learning”, consists of modern deep learning and decision-tree-
based ensemble methods for survival analysis. The decision-tree-based ensemble methods that we fit
include random survival forest (Ishwaran et al., 2008), denoted “RSF”, and gradient-boosted trees
with Cox proportional hazards loss (Friedman, 2002), denoted “GradBoost”, both implemented
within scikit-survival (Pélster]l, 2020). Tree ensemble models are flexible non-parametric methods
that demonstrate superior performance in regression tasks with tabular data (Shwartz-Ziv and Ar-
mon, 2022). In particular, RSF does not make the strong proportional hazards assumption of the
Cox model, which specifies that the hazard ratio between any two subjects remains constant over
time. In the last few years, there has been work to extend popular machine learning survival models
to handle data with left truncation and time-varying covariates (Fu and Simonoff, 2016; Moradian
et al., 2022; Wongvibulsin et al., 2020; Yao et al., 2022). We fit the dynamic relative risk forest
(RRF) of (Yao et al., 2022), an extension of the RRF (Ishwaran et al., 2004) to time-varying and
left-truncated data, denoted here as “RRF-TV”, which is implemented within the LTRCForests R
package.

Machine Learning: Deep Learning

Finally, we introduce the three deep learning models implemented. DeepSurv is a nonlinear Cox
model parameterizing the log-hazard via a deep neural network (Katzman et al., 2018). Although it
allows for a nonlinear log-hazard function, DeepSurv still makes the proportional hazards assumption
of the Cox model. The second deep learning model, DeepHit, makes no assumptions about the
stochastic process of event times and instead estimates the distribution of survival times based on
the covariates (Lee et al., 2018). While DeepHit can handle multiple competing risks, in our context
we use it for a single risk case, mortality. Finally, DeepPCH models the continuous-time hazards
by piece-wise constant functions of the covariates parametrized by neural networks (Kvamme and
Borgan, 2019). The introduction of neural networks in these deep learning survival models allows
for greater flexibility in modeling the survival curve, weakening the assumptions of the classical
survival models and potentially capturing nonlinear interactions within the data. All of the deep
learning models are implemented within the pycox package, which enables training survival models
with PyTorch (Kvamme et al., 2019).

Model evaluation
Prediction metrics

After fitting each of the above models on the training dataset, we assess their predictive performance
on the test set. Namely, for each individual in the test set, we generate a predicted survival curve
from each model. We evaluate the accuracy of these survival curves with two widely-used survival
prediction metrics — the time-dependent Brier score (BS) and area under the receiver operating
characteristic curve (AUC), which assess the calibration and discrimination of a predictive model,
respectively (Royston and Altman, 2013). We calculate the Brier score and AUC using Python’s
scikit-survival package (Pdlsterl, 2020).

The Brier score is a strictly proper scoring rule (Gneiting and Raftery, 2007) that assesses model
calibration by comparing the predicted survival curve at each time point to the subject’s observed
survival status using a squared error loss adjusted for the censoring distribution. The time-dependent
Brier score is averaged over time to obtain an aggregate measure of predictive accuracy, the integrated
Brier score. The time-dependent Brier score ranges from 0 to 1 with lower scores indicating better
model calibration. A Brier score above 0.25 indicates predictive accuracy worse than a random
“coin flip” prediction, which assigns a 0.5 probability of death to every individual at each time
point. Essentially, the Brier score measures the average difference between the actual outcome and
the outcome forecasted by our model.

The AUC assesses the discriminative performance of a survival model by comparing the risk scores
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assigned to pairs of subjects in relation to their observed survival status at each time point, while
adjusting for the censoring distribution. A model discriminates appropriately if subjects living longer
are assigned lower risk scores. The time-dependent AUC is averaged over time to yield an aggregate
score, the mean AUC. The time-dependent AUC ranges from 0 to 1, with higher scores indicating a
more discriminative model. An AUC below 0.5 indicates no discrimination, i.e., worse performance
than a model that assigns the same risk score to each individual. Adopting the terminology of
Mandrekar (2010), we consider an AUC within 0.7-0.8 as acceptable, 0.8-0.9 as excellent, and 0.9-
1.0 as outstanding. The AUC is similar to the popular concordance index (or c-index), which we do
not use due to its impropriety in our context (Blanche et al., 2018). If the Brier score measures how
far the predictions are from the outcomes, the AUC denotes how common false positives, or in our
case individuals incorrectly classified as dead, and false negatives, or individuals incorrectly classified
as alive, are. This is an important metric because a model which predicted survival in every case
could have a high accuracy when tested on a dataset where the majority of people survived, but
would have a low AUC.

Variable importance

To interpret how each model classifies individuals in terms of survival we compute variable im-
portance using permutation importance with negative integrated Brier score as the scoring metric.
Permutation importance measures how model accuracy changes when a given variable is randomly
shuffled (Breiman, 2001), thereby determining the predictors having the greatest impact on the
model predictions. We run these comparisons for each model using all participants, as well as for
each model separating participants by gender, race and ethnicity, and education level. We use
the permutation importance method implemented within Python’s scikit-learn package (Pedregosa
et al., 2011) and change the scoring metric to the integrated Brier score with a custom scoring
function.

Data Availability

The raw harmonized Health and Retirement Study (HRS) data used in this study are publicly
available and can be downloaded from
https://hrsdata.isr.umich.edu/data-products/gateway-harmonized-hrs (HRS, 2022). All
data processing, modeling, evaluation, and visualization were carried out in R (RStudio Team,
2019) and Python (Van Rossum and Drake Jr, 1995). All code is available and can be reproduced
from Github: https://github.com/mpidr-mort-pred/Replication-Package.
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Supporting Information:
The Limits of Predicting Individual-Level Longeuvity

Data description and limitations

Our primary data source is the harmonized HRS Gateway to Global Aging Data, produced by
the Program on Global Aging, Health & Policy at the University of Southern California. We
also included demographic variables, such as gender, race, and birth date, and variables related
to alcohol use and smoking from the Rand HRS longitudinal file 2018, second version (HRS, 2022)*.
The variables combined from the two sources were classified into groups to guide and facilitate the
data cleaning process: childhood, demographic, habit, job, mental health, physical health, social,
support, wealth, and welfare.

The HRS survey, which supplies the underlying data for both of these sources, is a longitudinal
survey conducted every two years since 1992 on a representative sample of Americans over the age
of 50. It is composed of cohorts sampled in ten different waves. We include a covariate for cohort
in our analysis. We note that the scope of this study is limited to aging, and we do not discuss
outcomes which may impact mortality prior to study entry. As a result, conditions which result in
death in younger populations are not represented.

Bias may be introduced from the HRS survey in two ways: differences in mortality between groups
and non-random attrition over time. The HRS study is a common choice for mortality research, and
thus others have explored issues related to attrition and its impact on research outcomes. Banks et al.
(2011) find that attrition in the HRS survey is not as large of an issue as it is with similar mortality
surveys in other countries, specifically ELSA in England (Banks et al., 2011). Furthermore, they find
few observable characteristics which predict attrition amongst those in their seventies, though in the
55-64 age group higher wealth is linked to increased probability of dropping out of the survey. Those
of higher wealth are also consistently absent from surveys such as the HRS survey, making results
unreliable when considering the top few percent of the wealth distribution (Kapteyn et al., 2006).
Kapteyn et al. (2006) find that individuals who miss some intermediate waves are more likely to be
African American or Hispanic, divorced, less educated, and not retired. However, HRS re-contacts
all respondents in every wave, even those who did not provide an interview in a past wave. Such
clear demographic differences are not present for individuals who leave and never respond again,
though there is still some selection on race and ethnicity, reducing the impact of these biases on our
analysis.

We address some issues in sampling by oversampling from certain populations to verify our results.
For the case of wealth, though we do not oversample based on income when verifying results, we
do so based on education level which is closely related. We also oversample based on race and
gender.

Data processing procedure

A manual variable selection step was conducted in each group, with the primary goal to have a
parsimonious but informative preliminary subset of variables. In this first step, after evaluating
the variable’s name and description on the survey documentation, we prioritized the inclusion of
summary variables, variables that expressed the frequency of occurrence of a specific event rather

'For more information, please refer to www.rand.org.


https://www.rand.org/well-being/social-and-behavioral-policy/centers/aging/dataprod/hrs-data.html

than the event itself, and individual and spouse variables expected to be related to respondent’s
mortality based on existing theoretical and empirical evidence.

After a descriptive analysis of each selected variable, a second manual variable selection step was
done, taking into account the percentage of applicable answers and the frequency of that question in
all 14 waves. For instance, some questions are asked only in specific waves or to a selected subgroup
of respondents. A special treatment for missing values was also conducted for those remaining
variables to optimize the imputation method as described below.

Missing values from nonapplicable responses were recoded as -1 to perform an interaction term during
modeling and to keep as much information as possible. For example, in questions related to the
workplace, missing values of respondents that are not working were changed from ”w=Not working
for pay” to -1. Other codes for missing values were evaluated and, when applicable, changed to the
respective response categories. The remaining NAs were maintained, and outliers from numerical
variables were treated as missing values.

A third variable selection step was carried out to ensure there was sufficient variable coverage
for each observation, and variables for which more than one-half of all values were missing were
removed, leading to a final set of 178 predictors. We report a list of the variables included in
the final dataset, including whether the indicator is measured at respondent (r), spouse (s), or
household level (h). For a more detailed description of the predictors, please refer to the file
HRS_variables_list.R included in the replication code folder on Github: https://github.com/
mpidr-mort-pred/Replication-Package.

e Childhood: counts of life history childhood stress items (r, s); good relationship with father
before 18 (r, s); physically abused by a parent before 18 (r, s).

e Demographic: living arrangement (h); home type (h); living in a rural area (h); number of
children/grandchildren under 14 (h); number of children/grandchildren under 6 (h); number
of dependents (h); number of grandchildren (h); age start living in the US (r, s); educational
level (r, s); year of current marriage (r, s).

e Habits: cage summary score (alcohol habits) (r, s); number of cigarettes per day (r, s); age
quit smoking (r, s); age started smoking, number of days binge drinks (r, s).

e Job: size of company (r, s); dealing with people at job (r, s); job more difficult than used to
be (r, s); enjoying job (r, s); job stress (r, s); paid days off (r, s); reason for stopping working
(r, s); number of people supervised (r, s); currently looking for a job (r, s); satisfied with work
(r, s); job discrimination (r, s); currently working (r, s); unemployment status (r, s); hours
worked per week (r, s).

e Mental health: taking medications for psychological condition (r, s); receiving psychological
treatment (r, s); traumatic events score (r, s).

e Physical Health: obesity status (r, s); balance test score (r, s); summary of medication pills
(r, 8); activities of daily living (adl) score (r, s); age at last menstrual period (r, s); age at
last cancer diagnosis (r, s); age at last hearth attack (r, s); age at last stroke (r, s); urinary
incontinence (r, s); blood pressure (diastolic) (r, s); blood pressure (systolic) (r, s); pulse
measure (r, s); cancer status (r, s); ever had fractured hip (r, s); ever had abnormal hearth
rhythm (r, s); ever had angina (r, s); ever had cancer (r, s); ever had diabetes (r, s); ever had
cataract surgery (r, s); ever had congestive hearth failure (r, s); ever had hearth attack (r, s);
ever had stroke (r, s); ever had hearth surgery (r, s); ever had high cholesterol (r, s); ever had
hysterectomy (r, s); ever had joint replaced (r, s); ever had osteoporosis (r, s); ever had shingles
(r, 8); ever had treated glaucoma (r, s); body mobility score (r, s); number eyes cataract (r, s);
pneumonia vaccine (r, s); abnormal hearth rhythm (r, s); recent cataract surgery (r, s); recent
congestive hearth failure (r, s), recent hearth attack (r, s); self-rated eyesight (r, s); self-rated
hearing (r, s); sever fatigue (r, s); shingles vaccine (r, s); upper body mobility score (r, s); lung
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condition (r, s); age at first abnormal hearth rhythm (r, s); age at first angina (r, s); age at
first congestive hearth failure (r, s); age at first hearth attack (r, s); limited due to impairment

(r, s).

e Social: discriminated for sexual orientation (r, s); discrimination summary score (r, s); friends
support (r, s); informal care (h); weekly contact with children (r, s); lack of children support (r,
s); neighborhood physical disorder (r, s); neighbourhood social cohesion (r, s); family members
support (r, s); weekly contact with parents (h); weekly attendance of religious services (r, s);
weekly contact with relatives or friends (r, s); weekly social activities (r, s); lifetime unfair
experiences (r, s); lack of spouse support score (r, s).

e Support: having someone to help with future adl needs (r, s); helped with meal preparation
(r, s); helped with taking medication (r, s); helped with managing money (r, s); helped with
phone calls (r, s); helped with grocery shopping (r, s); receiving care for adls/instrumental
activities of daily living (iadls) (r, s); hours/day family members help (r); number of family
members help (r); hours/day non-family members help (r); number of non-family members
help (r).

e Variables from longitudinal survey: age (r, s); cohort of birth (r, s); gender (r, s); race
(r, s); years of education (r, s); mother’s years of education (r, s); father’s year of education
(r, s); marital status (r); number of marriages (r, s); number of divorces (r, s); ever divorced
(r, 8); ever widowed (r, s); ever married (r); religion (r, s); veteran status (r, s); place of birth
(r, s); mother alive (r, s); father alive (r, s); mother current age (r, s); father current age (r,
s); number of people in household (h); number of living children (h); number of children ever
born (r, 8); ever smoked (r, s).

e Wealth: total debts (h); household income (h); total assets (h).

e Welfare: value of life insurance policies (r, s); number of life insurance policies (r, s); having
a witnessed will (r, s); having a whole life insurance (r, s); having a trust (r, s); family member
beneficiary of life insurance (r).

Following previous work (Puterman et al., 2020), an iterative random forest method was used to im-
pute remaining missing values (Stekhoven and Buhlmann, 2012). The imputation was implemented
for the training and test sets separately since imputing all missing values at once was computation-
ally infeasible?. Imputing the training and test sets separately also avoids the risk of data leakage,
maintaining the statistical independence of the two datasets (Kaufman et al., 2012). Instead, indi-
viduals were divided into ten equally sized groups, and the imputation was done within each group
separately.

Models

Traditional

Though we include them as traditional rather than penalized models, in practice, given the large
number of predictors, we also required some regularization for the full Cox model, the time-varying
Cox model, and the Gompertz model to converge. A ridge penalty was applied with the regulariza-
tion parameter chosen to be the smallest among a grid of values log-linearly spaced for which model
estimation converged. These values were generally very small, falling below 1073.

*In Stekhoven and Buhlmann (2012), the speed of missForest is assessed on datasets with between 40 and 595
observations. Puterman and colleagues ran imputation on a dataset of approximately 40,000 rows by 57 predictors,
which we found to take several hours. When we ran missForest on our full matrix of time-varying predictors (254,795
rows by 173 columns), the imputation did not complete one iteration after one week. The algorithm appears to have
O(K N log(N)) time complexity, where NN is the number of rows and K is the number of columns, but performed as if
its complexity were O(N?).



Penalized

We fit a Cox model with Elasticnet penalty terms (Simon et al., 2011). These penalty terms modify
the loss function of the Cox model such that the magnitude of the objective function depends on
the magnitude of the coefficients, and coefficients are pushed toward zero. The lasso penalty takes
the sum of the absolute values of all coefficients, while the ridge penalty takes the square of all the
values. Elasticnet has two key hyperparameters. The first, «, dictates the weight placed on each of
the lasso and ridge penalty terms. We use the default o = 0.5. The second, A, dictates how much
weight is placed on the penalty term relative to the standard Cox objective. A is iteratively learned
during training and in this case in our application we obtained a value of A = 0.00014.

Machine Learning: Forest Based

We fit a random survival forest (RSF) (Ishwaran et al., 2008). RSFs are ensembles of regression trees
fit to bootstrapped samples of the training data (and random subsets of predictors). Each decisions
tree is made up of successive divisions of the training subset. Divisions are made to maximize
differences in survivorship between each leaf. Within each terminal leaf, (the leaves at the bottom
of each tree), we can estimate a cumulative hazard function by taking the proportion of individuals
in that leaf who have died at each time point, divided by the risk set at that time point. In theory,
averaging over multiple trees made from different subsets of observations and predictors should
insulate the ensemble from the influence of any single predictor or observation.We experimented with
tuning all relevant hyperparameters using cross-validated hyperparameter optimization (Bergstra
et al., 2013), but found the cross-validation added substantial computational burden and did not
yield improved performance. The results presented in main text come from an RSF trained using
500 trees with infinite maximum depth while requiring a minimum of 3 training observations to be
in each leaf at the bottom of each tree.

We fit a gradient-boosted ensemble model (Gradboost). Gradient-boosting is a greedy implemen-
tation of a random forest which adds trees to the ensemble one at a time, each time selecting the
tree from a group of candidates that most minimizes the training loss from the existing ensemble
(Friedman, 2002). Again, we initially implemented cross-validated tuning (Bergstra et al., 2013),
but did not find that it improved performance. The results in the main text come from a model
with 100 trees at a learning rate of 0.1.

We fit the dynamic relative risk forest (RRF), developed recently in (Yao et al., 2022), which is
a tree-based ensemble model for survival analysis extending the RRF of (Ishwaran et al., 2004)
to time-varying and left-truncated data. The model is implemented within the LTRCForests R
package (Yao et al., 2022) using the 1trcrrf function. Hyperparameter tuning is carried out using
the tune.ltrcrrf function within the package. tune.ltrcrrf selects the optimal value of the mtry
hyperparameter, which determines the number of covariates randomly sampled as candidates at each
node, using a bootstrapped out-of-bag Brier score error estimate. For computational tractability we
use default settings for the other hyperparameters, including the number of trees in the ensemble
(100), the number of splits (10), and the node size (y/n, where n is the number of rows in the
dataframe).

Machine Learning: Deep Learning

We estimate three different neural network models. There are two types of neural network-based
survival methods used in this work: continous-time and discrete-time models. Discrete-time models
divide the temporal axis into distinct time-points and assume that an event can happen only in
those time-points. Then the probability mass function (PMF) of the event times and the hazard
function are estimated by minimizing the negative log-likelihood.

DeepHit is a discrete-time model introduced in Lee et al. (2018) that parameterizes PMF of the
event times with neural network. It has a multi-task network architecture consisting of two parts, a
shared sub-network and a group of cause-specific sub-networks. Due to its distinctive architecture,



DeepHit can handle both single risk settings and situations when there are multiple events of interest
(competing risks). For our experiments, we defined a DeepHit model with 3 fully connected layers
consisting of 256, 64, and 32 nodes respectively and a dropout of 33.58% after each layer. The
model is trained by minimizing the weighted sum of two losses, negative log-likelihood and a ranking
loss. The weighting factor () and the parameter of ranking loss (o) were chosen as 0.45 and 0.38
respectively. The learning rate was set to 0.0065 (rounded to 4 decimal points), and the batch
size was set to 256. These hyperparameters were selected using Hyperopt (Bergstra et al., 2012),
a large-scale distributed hyperparameter optimization technique. The selection criterion was the
lowest Integrated Brier Score (IBS) achieved on the validation set.

In survival analysis, it is, however, more common to express the models in terms of the hazard
function. Piecewise constant Continuous-time Hazard (PCHazard) (Kvamme and Borgan, 2019) is
a continuous-time method that assumes that a hazard rate is constant within each time interval and
approximates the hazard with a neural network

A(tlz) = log(1 + exp|¢;(x)])

where ¢;(xz) € R™ is the output of the neural network at jth time interval and j = 1,...,m.
Similar to the discrete-time models, PCHazard partitions the temporal axis into intervals, however,
it allows the event times to be within and not strictly at the boundaries of the intervals. During
the experimentation, we defined a neural PCHazard model consisting of two hidden layers, each
of size 64. To improve the model’s generalization, we incorporated a dropout mechanism with a
probability of 31.95%. A learning rate of 0.0067 was chosen alongside a batch size of 128 to optimize
the training process. The selection of these parameters followed the same hyperparameter tuning
strategy employed in DeepHit.

DeepSurv (Katzman et al., 2018) is a continuous-time model that extends the traditional Cox model
by parameterizing the risk function with a neural network. Specifically, while a conventional Cox
model estimates () in hazard function A(t|z) = Xo(t)e"®) with a linear combination hg(z) = 7z,
DeepSurv learns h(x) by a feed-forward neural network. We chose 2 hidden layers with 64 and 32
neurons respectively and a drop out rate of 36.7% for the architecture of DeepSurv. The learning
rate was adjusted to 0.0076, while the batch size was set to 256.

Each of the three neural network models underwent 30 epochs of training using the Adam optimizer.
The hyperparameters for all three models were carefully selected using HyperOpt (Bergstra et al.,
2012), an open-source Python library specifically designed for optimizing parameters over complex
search spaces.

Model evaluation

Lifespan predictability

We report in Table 1 the integrated Brier Score, the mean Area Under the Curve, and the survival
time Mean Absolute Error for the 12 baseline, traditional, and machine learning models.

Inequalities in predictability among socioeconomic groups

One possibility is that the observed inequalities in predictability across socioeconomic groups could
be driven by sample size differences within groups in the training dataset. For instance, predictions
for white respondents might be more accurate because white respondents are over-represented in the
train set compared to Black and Hispanic respondents. As a robustness check, we run the analysis
on over-sampled training sets for gender, race and ethnicity, and education, and computed predictive
performance on respondents in the test set. In particular, for each group, we created an over-sampled
training set using random draws with replacement to have, respectively, an equal number of male



and female respondents, non-Hispanic white, non-Hispanic Black, and Hispanic respondents, and
low, middle, and high educated respondents. Results are shown in Figure 1, which reports the
integrated Brier Score and the mean Area Under the Curve by social group, replicating Figure 2 of
the paper. Results are robust to oversampling, and qualitatively and quantitatively consistent with
the results described in the paper.

Inequalities in subjective predictability

We report in Figure 2 the mean squared error (MSE) at age 75 of the estimated survival probability
(including subjective estimates) and observed survival, stratified by gender, race and ethnicity, and
education.

Evaluating lifespan prediction

In the main text we focus on model evaluation in a standard survival analysis framework, with
emphasis on how well each model’s predicted survival curves match the shape and ordering of
respondents’ true survival. Here, we describe model performance on another question: How well
does each model predict how long people will live? We can compute each respondent’s survey-
time ‘individual-level life expectancy’ by taking the area under their predicted survival curves, and
compare against their actual survey-time lifespan as measured by their date of death. This analysis
is equivalent to the evaluation performed in (Breen and Seltzer, 2022) on a different dataset. We
present this comparison in Figure 3.

In this evaluation all models perform roughly equally, though Deephit and DeepPCH perform slightly
better than the rest. These results should be interpreted with caution, however, since they only
consider a subset of all respondents in the test population. Respondents who dropped out of the
HRS without a recorded death date, and respondents who outlived the length of the survey, are
not included. We expect that the hardest lifespan predictions are those over longer periods, like
younger respondents in their 50s and 60s who live to their nineties or older. These respondents are,
by construction, omitted from this evaluation. We therefore predict that the limitations of the HRS
time span may inflate all models’ performance in this evaluation.

Variable Importance

Figure 4 shows the comparative importance of the set of top 10 variables for each model. Tables 3
and 4 report the variable importance for the top 10 and 20 variables in the Gompertz and time
varying Cox model, respectively.

Variable coding operates as follows. Variables beginning with ‘r_’ indicate respondent information,
while those beginning with ‘s’ indicate spouse information and ‘h_’ household level information.
The ‘cat’ suffix indicates a categorical variable.
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Figure 1: Integrated Brier Score and Mean Area Under the Curve by gender (panel a.), race and
ethnicity (panel b.), and education (panel c.). The dashed vertical lines indicate the optimal Brier
Score (0.00) and the Area Under the Curve (1.00). The Mean AUC for Kaplan-Meier, 0.5 by
construction, has not been reported. For each group, models are estimated on a training dataset
where categories with less observations are randomly oversampled to have equal sample size.

Model Integrated BS | Mean AUC | Survival time MAE
Cox Reduced 0.131 0.810 2.558
Kaplan-Meier 0.182 0.500 3.331

Cox Full 0.117 0.857 2.263

Cox-TV 0.110 0.874 2.278

Gompertz 0.117 0.857 2.274
CoxNet 0.117 0.858 2.269
GradBoost 0.119 0.854 2.295
RSF 0.122 0.850 2.390
RRF-TV 0.114 0.865 2.365
DeepHit 0.118 0.861 2.143
DeepPCH 0.117 0.861 2.265
DeepSurv 0.117 0.857 2.249

Table 1: Integrated Brier score (BS), mean Area Under the Curve (AUC), and mean absolute error
(MAE) of predicted survival time in years evaluated on the test set for each of the 12 models
implemented. Horizontal lines separate the five classes of models: baseline, traditional, penalized,
forest-based, and deep learning.
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Figure 2: Mean Squared Error at age 75 of estimated survival probability and observed survival by
gender (panel a.), race and ethnicity (panel b.), and education (panel c.). The vertical dashed line,
at 0.25, reports the MSE of a hypothetical coin flip prediction.

Name Description

smokev_smokef number of cigarettes smoked per day
mfstyr year of first marriage

child number of living children

bplace place of birth (census region)

educl harmonized education level

sum_med number of medications taken

atotb Total all assets including second home
gender gender

lifeinv value of life insurance policies

age respondent age

work_jhours hours per week worked at main job
limimpar limited in any way due to impairment
beohort birth cohort

work_jdealpplb frequently deals with people in current job
pent any weekly contact with parents in person/phone/email
work currently working for pay
gender_Istmnspd  age of last menstrual period

itot income

work _satjob satisfied with job

gcaany provide any informal care

diabe ever had diabetes

smokev_quitsmok age quit smoking

cancre_reccancr age of most recent cancer diagnosis

Table 2: Descriptions for variables in Figure 4.
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Figure 3: Correspondence of predicted and actual years lived within the time HRS follow-up period.
Each subplot contains only 6,927 observations from the test set whose death date is recorded in the
HRS. Respondents were followed up to 27 years. The solid red line is the line of best fit through the
data. R values are correlation coefficients between the variables on the X and Y axes.

Name Description

r_smokev_quitsmok age quit smoking

r_smokev_smokef number of cigarettes smoked per day
s_everdiv_cat ever divorced

r_sum-_med number of medications taken

r_rcany_cat receives any care for adls/iadls
r_liminpar_cat limited in any way due to impairment
r_mealhlp_cat whether anyone helps with meal preparation
r_ftrhlp_cat anyone able to help with future adl needs
r_shophlp_cat whether anyone helps with grocery shopping
age respondent age

Table 3: Variable importance for the top 10 variables in the Gompertz model. Ordered by decreasing
effect size.



Variable Code
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Top 10 Variables: Nonparametric Models

age |

r_diabe_cat -
r_smokev_smokef 4
r_gender_cat
r_limimpar_cat q
r_sum_med
r_work_cat -
r_smokev_quitsmok -
s_bcohort_cat q
h_itot q
r_cancre_reccancr 4
s_gender_cat
h_atotb -
r_bcohort_cat
r_work_jhours -
s_gender_lstmnspd -
h_pcnt_cat q
s_mfstyr 4

r_lifeinv 4

h_child 4

s_bplace_cat
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Figure 4: Comparative importance of the set of top 10 variables for each model.
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Name Description

s_dadoccup_cat3 father’s occupation at age 16, military (cat3)

s_lowermob_cat4 lower body mobility summary, 4 difficulty

s_lowermob_cat3 lower body mobility summary, 3 difficulty

s_lowermob_cat( lower body mobility summary, 0 difficulty

s_lowermob_cat1 lower body mobility summary, 1 difficulty

s_lowermob_cat2 lower body mobility summary, 2 difficulty

s_ftrhlp_cat3 anyone able to help with future adl needs

s_work_jdealpplb_cat0 frequently deals with people in current job, not working or n/a
s_relgwk_catl any weekly participation in religious services, yes (catl)

s_relgwk_cat( any weekly participation in religious services, no (cat0)
r_traumatic_events_cat?7 sum of lifetime traumatic events, 7 events

h_kidul4_cath number children/grandchildren in household under age 14, 5 kids
s_work_jdealpplb_cat4 frequently deals with people in current job, none or almost none of the time
s_work_jdealpplb_cat1 frequently deals with people in current job, all or almost all of the time
s_work_jdealpplb_cat2 frequently deals with people in current job, most of the time
s_work_jdealpplb_cat3 frequently deals with people in current job, some of the time
h_kidul4_cat8 number children/grandchildren in household under age 14, 8 kids

h kidu6_cat4 number children/grandchildren in household under age 6, 4 kids
s-work_lookwrkpf_catl  look part or full-time new job (if working), part time (catl)
h_kidu6_catb number children/grandchildren in household under age 6, 5 kids

Table 4: Variable importance for the top 20 variables in the time varying Cox model. Ordered by
decreasing effect size. Extra variables included to provide variation since categorical variables note
each category separately.
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